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Abstract

This paper looks at the problem of performing likelihood inference for limited dependent processes. Throughout we use simulation to carry out either classical inference through a simulated score method (simulated EM algorithm) or Bayesian analysis.

A common theme is to develop computationally robust methods which are likely to perform well for any time series problem. The central tools we use to deal with the time series dimension of the models are the scan sampler and the simulation signal smoother.
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1 INTRODUCTION

1.1 General problem

Suppose $s \in \mathbb{R}^{n \times p}$ is jointly Gaussian with a density $f_S(s; \theta)$ indexed by a finite dimensional parameter $\theta$. The task is to use likelihood methods to infer about $\theta$ in problems where there is a form of time dependence in $s$. The difficulty will be that we observe only a coarse version of $s$, $h(s)$, which we call $y$, where the support of $y$ is a proper subset of the support of $s$. Recently there has been extensive work in the econometric literature on the use of simulation to estimate these types of coarse models in contexts where the time dimension $n$ is typically small. This very interesting literature is reviewed by Hajivassiliou and Ruud (1994).

In this paper we will focus on time series problems. We take $n$ as the length of the $p$ dimensional time series and we suppose that $n$ is typically large compared to $p$. Our desire is to develop methods which deliver likelihood based estimators in $O(n)$ computations. We will be able to carry this out by exploiting the common structure of time series models.

To focus ideas we will write down a general Gaussian model for $s$, which will be assumed to follow a Gaussian state space form (see, for example, Harvey (1989) and West and Harrison (1997)). This allows us to efficiently handle all Gaussian time series models except those which are fractional. The structure of the model will be that $s = (s'_1, ..., s'_n)'$, where $s_t = (s_{t1}, ..., s_{tp})'$ is a $p$-dimensional vector. Then

$$
\begin{align*}
    s_t &= c_t + Z_t \alpha_t + G_t u_t, \quad t = 1, ..., n, \\
    \alpha_{t+1} &= d_t + T_t \alpha_t + H_t u_t, \quad u_t \sim NID(0, \sigma^2 I), \quad t = 0, 1, ..., n, \\
    \alpha_0 &= 0.
\end{align*}
$$

Typically $c_t, Z_t, G_t, d_t, T_t$ and $H_t$ will be assumed to be fixed and indexed by $\theta$, while we will write the signals $c_t + Z_t \alpha_t$ as $\mu_t$. Often we use the notation $\mu = (\mu'_1, ..., \mu'_n)'$ and $\alpha = (\alpha'_1, ..., \alpha'_n)'$.

We call the $s_t$ the latent time series. Examples of models which can be put in this framework are vector autoregressions, unobserved component models, continuous time models observed irregularly and moving averages. Notice that $s_t$ can be, and will in practice often be, non-stationary.

The advantage of insisting that the time series part of the model is placed into a Gaussian state space form (SSF) is that it automatically means that a number of computational problems have been solved, allowing us to generically compute in $O(n)$ the following: (1) the joint density $f_S(s; \theta)$ by the Kalman filter, (2) simulate from $\alpha|s; \theta$, or $\mu|s; \theta$ using the simulation state and signal smoothers (de Jong and Shephard (1995)), (3) given $\theta$, evaluate the density of a single $s_t$ (and hence be able to simulate from it), conditional on the most recent values of all the other latent variables by the scan sampler (de Jong (1997)). Each of these algorithms will prove to
be helpful in dealing with non-Gaussian problems. The first two are detailed in the Appendix, while the other will be introduced in section 2 of the paper.

1.2 Limited dependent processes

We call $y_t$ a Gaussian limited dependent process if $y_t = h(s_t)$, and $h(\cdot)$ is not a one-to-one function. If $y_t$ is multivariate then the process could include some variables which are identical to elements of the $s_t$ vector. The following subsections give examples of this setup.

1.2.1 Tobit and Probit processes

Maddala (1983) reviews the very extensive literature on the univariate Tobit model, which writes $y_t = \max(0, s_t)$, and the Probit model which has $y_t = I(s_t > 0)$. A Tobit process is simply the time series extension of a standard univariate Tobit regression model and so the univariate latent process is only observed when it is positive. A univariate Probit process is quite a rich alternative to simple Markov chains for even if $s_t$ is a first order autoregression, $y_t$ is not Markovian.

1.2.2 Disequilibrium processes

Models which allow for markets not to instantaneously clear have a long tradition in economics. One econometric formulation of this phenomena is the disequilibrium model where the univariate output, $y_t$, is the minimum of demand and supply. Suppose $s_t = (s_{1t}, s_{2t})'$ contains supply and demand. Then $y_t = \min(s_{1t}, s_{2t})$. Recent work in this area includes Laroque and Salanié (1993), Lee (1997a) and Lee (1997b).

1.2.3 Bid/ask price dynamics

In most markets assets are traded only at a fixed number of prices. An example of this is the New York Stock Exchange where some stocks have had tick sizes of as much as 1/8th of a dollar. For high frequency data such discretisations could considerably distort the econometric analysis and we have to explicitly model this institutional feature of the data.

In a recent paper Hasbrouck (1996) suggested a Gaussian limited dependent process for the analysis of the dynamic behaviour of bid and ask quotes. Let $\mu_t$ be the unobserved implicit efficient price of a security, $\mu_t - \beta_t$ the bid price in the absence of discreteness restrictions and $\mu_t + \alpha_t$ the corresponding ask price. Here $\beta_t, \alpha_t$ reflects the non-negative cost of quote exposure for small trades. Hasbrouck (1996) assumed that $\{\log \mu_t, \log \beta_t, \log \alpha_t\}$ followed a Gaussian process. As the market prices occur on a discrete mesh the observed bid and ask prices are

$$b_t = \text{Floor} (\mu_t - \beta_t) \quad a_t = \text{Ceiling} (\mu_t + \alpha_t),$$

where the Floor function rounds down to a whole integer and Ceiling rounds up.
1.3 Outline of paper

In the next section we detail basic inference issues. Then we discuss parameter estimation in the context of a Tobit process in section 3, and for a simple dynamic disequilibrium model in section 4. Results of some Monte Carlo experiments are reported. Section 5 concludes and finally, the Appendix details various algorithms featured in the paper.

2 LIKELIHOOD INFERENCE

2.1 Basic results

2.1.1 Simulated EM algorithm

In general it is easy to state what we must carry out to perform likelihood inference. The score function is given by the usual EM algorithm result due to Louis (1982). We write the complete data likelihood as $f(s; \theta)$, while we will work with respect to the posterior distribution of the complete data $F(s|y; \theta)$. Notice that this distribution only has positive probability at the points $s$ for which $y = h(s)$.

The EM algorithm (see Dempster, Laird, and Rubin (1977)), involves two steps: the $E$-step (expectation step) and the $M$-step (maximisation step). In the $E$-step, we calculate

$$ Q\{\theta, \theta^{(i)}; y\} = \int_{y=h(s)} \log f(s; \theta) dF(s|y; \theta), $$

that is the expectation of the log-likelihood function for the complete data with respect to the distribution of $s|y; \theta^{(i)}$, where $\theta^{(i)}$ denotes the parameter estimate after $i$ iterations of the algorithm. In the $M$-step, we maximise $Q\{\theta, \theta^{(i)}; y\}$ with respect to $\theta$, inducing the mapping

$$ \theta^{(i+1)} = \text{arg max}_{\theta} Q\{\theta, \theta^{(i)}; y\}. $$

The algorithm is iterated until $\|\theta^{(i+1)} - \theta^{(i)}\| < \varepsilon$, for some small $\varepsilon$, ($\varepsilon = 10^{-10}$ in all our experiments) or $|Q\{\theta^{(i+1)}, \theta^{(i)}; y\} - Q\{\theta^{(i)}, \theta^{(i)}; y\}|$ is sufficiently small. Under weak regularity conditions (see, for example, Wu (1983)) this EM algorithm converges to a (local) maximum in the log-likelihood function. Notice

$$ \frac{\partial \log f(y; \theta)}{\partial \theta} = \int_{y=h(s)} \frac{\partial \log f(s; \theta)}{\partial \theta} dF(s|y; \theta) = \frac{\partial Q(\theta, \theta; y)}{\partial \theta}. $$

Generally $F(s|y; \theta)$ is intractable, however it will be seen that we can simulate from it, giving the possibility of unbiasedly estimating the score $\partial Q(\theta, \theta; y) / \partial \theta$. We will write in general

$$ \frac{\partial Q\{\theta, \theta^{(i)}; y\}}{\partial \theta} = \frac{\partial \log f(y; \theta)}{\partial \theta} \bigg|_{\theta=\theta^{(i)}} = \frac{1}{R} \sum_{j=1}^{R} \frac{\partial \log f(s^{j}; \theta)}{\partial \theta}, $$

where $s^{j} \sim F\{s|y; \theta^{(i)}\}$. 


This estimator will typically converge to the true score as $R \to \infty$. Iterating this simulation based estimator
\[
\frac{\partial \tilde{Q}\{\theta^{(k+1)}, \theta^{(k)}; y\}}{\partial \theta} = \frac{\partial \tilde{Q}\{\theta, \theta^{(k)}; y\}}{\partial \theta} \bigg|_{\theta = \theta^{(k+1)}} = 0,
\]
performs a series of simulated EM updates. This is studied in Qian and Titterington (1991) and Chan and Ledolter (1995), while earlier work on this subject includes Bresnahan (1981), Wei and Tanner (1990) and Ruud (1991). A textbook exposition of this material is given in Tanner (1996, Ch. 4). Typically this literature considers the use of simulation as a convenient way to approximate expectations in the EM algorithm and it is presumed that in practice the number of simulations $R$ will be large in order to reduce the approximation error.

Another literature has also grown up using this technique which suggests this procedure is useful when $R$ is small. This works off the result that averaging over possible simulations from $F(s|y; \theta_0)$ and data sets, the expected value of $Q(\theta_0, \theta_0; y)$ is zero. This extends the usual result that the score at the true value has zero expectation and can be used to construct an estimating equation. If we assume that the simulations will be continuous as a function of $\theta$ then the estimating equation
\[
0 = \frac{1}{R} \sum_{j=1}^{R} \frac{\partial \log f(s^j; \theta)}{\partial \theta} \bigg|_{\theta = \hat{\theta}}, \text{ where } s^j \sim F(s|y; \hat{\theta}),
\]
gives a consistent estimator $\hat{\theta}$ which is typically asymptotically normal with a covariance matrix that depends on the information matrix and the amount of simulation. The suggestion of using this approach with a small $R$ and allowing $n \to \infty$ to produce approximate distribution theory seems to have first occurred in the econometrics literature due to the work of Hajivassiliou and McFadden (1996). In econometrics, this estimator is called the simulated scores estimator. As $R \to \infty$ it becomes fully efficient and is an EM algorithm.

The requirement that the simulations from $F(s|y; \theta)$ be continuous in $\theta$ is quite restrictive as it means that we cannot use rejection type methods or binary indicators to generate the simulations.

Furthermore, it is important to note that convergence of the iterates requires that the same underlying random variates are used to simulate the latent data throughout all iterations of the algorithm. If these random numbers are not fixed, then the sequence of parameter estimates will be random.

### 2.1.2 Bayesian estimator

Bayesian estimators, which focuses on the posterior density of $\theta|y$, give an alternative likelihood method. The posterior is basically intractable when tackled directly, however again the use
of simulation delivers easy methods. Suppose we can simulate from the distribution of \( s|y; \theta \) and in addition that we can simulate from the distribution of \( \theta|s \). This second task is usually possible (although it is often difficult) as \( s|\theta \) is Gaussian and can be evaluated using the Kalman filter. Then we can set up a simple Markov chain Monte Carlo (MCMC) sampler to analyse these problems. A booklength review of this literature is given in Gilks, Richardson, and Spiegelhalter (1996). Using this setup the sampler will proceed as follows: (1) Initialise \( \theta \); (2) Sample \( s \) from \( s|y; \theta \); (3) Sample \( \theta \) from \( \theta|s \); (4) Repeat from step 2.

This type of algorithm will, under some rather weak conditions, converge to a draw from \((s', \theta')\) using Markov chain Monte Carlo results. Averaging subsets of these simulations will lead to Bayesian estimators of the parameters. The estimators, based on the mean, median or mode of the posterior density of \( \theta|y \), are typically efficient (if viewed as estimators from a sampling viewpoint) as shown by, for example, Barndorff-Nielsen and Cox (1994, Ch. 4) for a wide class of prior distributions. Further, if the prior distributions are believed then this approach gives a completely self contained method of performing exact finite sample inference.

Sometimes sampling from \( \theta|s \) is generically difficult, even though we can evaluate the likelihood \( f(s; \theta) \). An alternative would be to add another line of simulation and so switch to the following sampler: (1) Initialise \( \theta \); (2) Sample \( s \) from \( s|y; \theta \); (3) Sample \( \alpha \) from \( \alpha|s; \theta \); (4) Sample \( \theta \) from \( \theta|\alpha, s \); (5) Repeat from step 2. Despite performing the additional sampler at step 3, in order that the updating of the parameters is from \( \theta|\alpha, s \) rather than the difficult density \( \theta|s \), the rate of convergence of the sampler does not appear to be much slower in experiments we have conducted. Hence this is the approach we advocate in this paper for the generic problem.

### 2.1.3 Maximum simulated likelihood estimators

Recently a number of authors have developed methods which can be used to handle non-Gaussian SSF models, estimating the likelihood function using importance sampling methods. The resulting log of the estimated likelihood is then numerically maximised. Generally, these methods require the amount of simulation used to estimate the log-likelihood to increase as the sample size rises in order to get good asymptotic properties.

An early paper on this topic in econometrics is Danielsson and Richard (1993). A simpler approach, initiated by Shephard and Pitt (1997), has recently been further developed by Durbin and Koopman (1997). This so-called SPDK importance sampler has been applied to stochastic volatility models by Sandmann and Koopman (1998). These methods are not widely applicable to limited dependent processes as they rely on the existence of significant measurement error in the models in order to construct good suggestion densities, which may not be present here.

A set of alternative sequential importance samplers have been investigated in the context of
disequilibrium models in a recent series of papers by Lee (1997a) and Lee (1997b). His preferred method is the use of a smooth importance sampler which is similar in spirit to the methods developed for panel data models. It has the disadvantage that it is computationally expensive for long time series unless the dynamics of the limited dependent process is quite simple (Lee (1997b, pp. 291-2)).

An alternative importance sampling approach is the use of particle filters, which has recently attracted a great deal of attention in the statistics literature. See the papers by Gordon, Salmond, and Smith (1993), Pitt and Shephard (1997), Berzuini, Best, Gilks, and Larizza (1997) and Kim, Shephard, and Chib (1998). It has the disadvantage that the log estimated likelihood function has a large number of points in the parameter space which are not continuous, although such discontinuities are typically very small with reasonably large simulation sizes.

2.2 Simulating from $s|y; \theta$

2.2.1 Conditional structure

The task will be to simulate from the distribution of $s|y; \theta$. Our suggestion is to design Markov chain Monte Carlo methods to handle these types of problems. These methods will attempt to be as general as we can make them and be reasonably efficient across a wide variety of problems.

The basic structure of our approach is that we intend to sample a single $s_t$, given the most recent updated values of all the other latent points $s_{\setminus t} = (s_1, ..., s_{t-1}, s_{t+1}, ..., s_n)'$, the observations $y$, and $\theta$, repeating this operation for $t = n, ..., 1$. However, this simplifies due to the structure of the model since

$$s_t|s_{\setminus t}, y; \theta \overset{L}{=} s_t|s_{\setminus t}, y_t; \theta,$$

where $\overset{L}{=} \text{denotes an equality in law}$. Now $s_t|s_{\setminus t}, y; \theta$ has a simple distribution which is that of $s_t|s_{\setminus t}; \theta$ subject to the constraint that $y_t = h(s_t)$. Hence the problem reduces to one of simply efficiently computing the mean and variance of the Gaussian distribution of $s_t|s_{\setminus t}; \theta$ and then sampling from the constrained space induced by knowing $y_t$.

2.2.2 Scan sampler

At first sight the problem of evaluating the density of $s_t|s_{\setminus t}; \theta$ is the jackknife problem for SSF models and was solved by de Jong (1989). However, the problem here is different as we want to evaluate this density and repeatedly sample from it (for $t = n, ..., 1$) in only $O(n)$ operations. Given $\theta$, at every iteration of the sampler, $s_t$ will be updated conditional on the most recent values of all the other latent points. Hence, for example, given initial values for $s_1, ..., s_n$, say $s_1^{(0)}, ..., s_n^{(0)}$, if we evaluate $s_n|s_{\setminus n}; \theta$ and then sample $s_n^{(1)}$ from $s_n|s_{\setminus n}, y_t; \theta$ the next draw we have
to make requires us to evaluate the distribution of

\[ s_{n-1}|s_1^{(0)}, ..., s_{n-2}^{(0)}, s_n^{(1)}, \theta. \]

Thus for each density evaluation the conditioning variable will change. This is a much harder problem to solve than jackknifing which, if directly applied, would deliver an \( O(n^2) \) operation.

Fortunately this type of problem has recently been solved by de Jong (1997) in a result he called the scan sampler. Let \( s^{(k)} \) denote the latent series at the \( k \)-th step of the sampler, then the scan sampler evaluates the density of \( s_t|s_{\setminus t}; \theta \), where \( s_{\setminus t} = \{s_1^{(k)}, ..., s_{t-1}^{(k)}, s_{t+1}^{(k+1)}, ..., s_n^{(k+1)}\} \), and simulates \( s_t^{(k+1)} \) from it (for \( t = n, ..., 1 \)). It can be stated as follows:

**Scan sampler** (due to de Jong (1997))

1. Initialise \( s \) at say \( s^{(0)} \). Set \( k = 0 \).
2. Sample \( s_t^{(k+1)} \) with \( s_t^{(k+1)} \sim s_t|s_{\setminus t}; \theta \) where \( s_{\setminus t} = \{s_1^{(k)}, ..., s_{t-1}^{(k)}, s_{t+1}^{(k+1)}, ..., s_n^{(k+1)}\} \), \( t = n, ..., 1 \), as follows:

   (a) Apply the Kalman filter to \( s_1^{(k)}, ..., s_n^{(k)} \) to calculate \( F_t^{-1}, v_t \) and \( K_t \). Here \( v_t \) is the one-step ahead prediction errors, \( F_t \) is the corresponding mean square error and \( K_t \) is the Kalman gain. Details of how each of these are computed is given in the Appendix.

   (b) Set \( t = n, r_n = 0 \) and \( N_n = 0 \).

   (c) Compute with \( L_t = T_t - K_t Z_t \)

\[
\begin{align*}
   e_t & = F_t^{-1}v_t - K_t'r_t, \\
   r_{t-1} & = Z_tF_t^{-1}v_t + L_t'r_t - V_t'\{s_t^{(k)} - s_t^{(k+1)}\}, \\
   s_t^{(k+1)} & \sim N\{s_t^{(k)} - D_t^{-1}e_t, D_t^{-1}\}, \\
   N_{t-1} & = Z_tF_t^{-1}Z_t + L_t'N_tL_t,
\end{align*}
\]

where

\[
D_t = F_t^{-1} + K_t'N_tK_t, \quad V_t = F_t^{-1}Z_t - K_t'N_tL_t.
\]

   (d) Let \( t = t - 1 \). If \( t \geq 1 \), then repeat from step 2(c).
3. Write \( k = k + 1 \) and repeat from step 2.

The result of step 2 is a new latent time series \( s^{(k+1)} \) which comes about from a complete sweep of the scan sampler. The scan sampler has close similarities to the simulation signal smoother of de Jong and Shephard (1995) which draws from \( \mu|s; \theta \).

It is important to note that this scan sampler derives random variables \( s_t|s_{\setminus t}; \theta \) from a density which is strictly positive on \( \mathbb{R}^p \) under the simple and very weak assumption that there are no
linear combinations of \( s_t \) which are perfectly predictable from \( s_{1:t} \) for any \( t \). If such a model were to exist, then it is likely that we could reformulate it to satisfy the condition.

Of course the scan sampler we have just stated is an unconditional sampler, but we can easily amend it by simply replacing the sampling step

\[
    s_t^{(k+1)} \sim N \left( s_t^{(k)} - D_t^{-1} e_t, D_t^{-1} \right) = f \left( \{ s_t | s_1^{(k)}, \ldots, s_{t-1}^{(k)}, s_{t+1}^{(k+1)}, \ldots, s_n^{(k+1)}; \theta \} \right),
\]

by the drawing from the above normal density subject to the constraint that \( h \left( s_t^{(k+1)} \right) = y_t \).

Thus the scan sampler has completely dealt with the time series aspect in handling these models. We will return to this constrained sampling problem after the next subsection.

### 2.2.3 Alternatives to the scan sampler

The use of MCMC methods means that it is possible to use a huge variety of different methods to provide simulations from \( s | y; \theta \). Although each alternative will usually have a geometric rate of convergence to \( s | y; \theta \) it does not imply that each is as general or as good as the other. Here we highlight two alternatives which are in general inferior, in terms of speed of convergence of the sampler, to the use of the scan sampler but could be employed in this context. A thorough empirical comparison of their relative performance for the examples given below is given in detail in Manrique (1997), while a theoretical explanation can be found in the results of Liu, Wong, and Kong (1994) on the Gibbs sampler using reduced conditionals. Here we just mention the results.

**Signal simulation smoothing** In some recent work, de Jong and Shephard (1995) showed how to efficiently sample in \( O(n) \) from the \( np \) dimensional normal distribution of \( \mu | s \). Clearly if \( G_t G_t' \) is non-singular for all \( t \) then we might use the following scheme to sample from \( s | y; \) (1) Initialise \( s \); (2) Sample \( \mu \sim \mu | s \); (3) Sample \( s \sim s | \mu, y \); (4) Goto 2.

The advantage of this scheme is that the \( \{ s_t | \mu_t, y_t; \theta \} \) are conditionally independent, which should be relatively easy to sample from. The difficulty with this approach arises when \( G_t G_t' \) is close to being singular, for in this case knowing \( \mu \) is nearly equivalent to knowing \( s \) and so we might expect the sampler to converge quite slowly. In the limit, as \( G_t G_t' \) becomes singular it would not converge at all. This is an important scenario, for example if \( s_t \) was an autoregression moving average of any order, then this is exactly the situation we have just described. Indeed an algorithm based on the simulation signal smoother will only work on models with explicit measurement error.

**Single move state sampler** The same problem occurs when we work with a univariate MCMC sampler for the states, as suggested by Carlin and Polson (1992) in this context. This
is often called a single move sampler, as it makes suggestions which if accepted would only change a single state at a time. Their idea, following the more general methods discussed in Carlin, Polson, and Stoffer (1992), was to use the conditional independence structure of the states and sample in the following way: (1) Initialise $\alpha$; (2) Sample $s$ from $s|\alpha, y; \theta$; (3) Sample $\alpha_t|\alpha_{t-1}, s_t; \theta \overset{L}{=} \alpha_t|\alpha_{t-1}, \alpha_{t+1}, s_t; \theta$, for $t = 1, \ldots, n$; (4) Repeat from step 2.

This sampler is never better than that of the simulation signal smoothing algorithm as the state sampler performs an unnecessary Gibbs sampling step in line 3 and consequently the result of Liu, Wong, and Kong (1994) applies. This states that directly integrating out variables in the Gibbs sampler never slows its convergence rate and almost always increases its speed.

2.2.4 Sampling $s_t|y_t, s_{\setminus t}; \theta$

The use of scan sampling has reduced the problem of sampling from $s|y; \theta$ down to the task of drawing from $s_t|s_{\setminus t}; \theta \sim N(\gamma_t, \Xi_t)$ subject to constraints that $y_t = h(s_t)$. For some simple problems this can be carried out by directly. In general this is a difficult problem and has generated its own literature (see Hajivassiliou, McFadden, and Ruud (1996)). In our context we have to rely on a Markov chain Monte Carlo technique to make suggestions for possible new samples for $s_t|s_{\setminus t}; \theta$ or for elements of that vector.

There has been a great deal of recent work on the special case of this problem where $y_t = h(s_t)$ can be represented by the requirement that

$$a_0(y_t) \leq A s_t \leq a_1(y_t),$$

for some boundary vectors $a_0, a_1$ and some positive definite matrix $A$. This setup covers important cases such as the multinomial Probit, discretised asset prices and Tobit models, although we cannot put disequilibrium models into this framework. The simplest of general procedures, which can be carried out without rejection, is to sequentially use truncated Gaussian draws inside a Gibbs sampler. This is discussed in Hajivassiliou, McFadden, and Ruud (1996, pp. 110-1). Notice there is no need to iterate until convergence if the scan sampler is being used, as it is itself a Gibbs sampler.

For more complicated functions $y_t = h(s_t)$ it is more difficult to be very prescriptive, and hence we will deal with it in an ad hoc way. However, it may be inevitable that we will not be able to smoothly simulate from $s_t|y_t, s_{\setminus t}; \theta$, which will mean classical methods will become difficult and we will typically resort to Bayesian methods. Indeed this will be what we do when we work with the disequilibrium models in section 4.
3 EXAMPLE: TOBIT

3.1 Basics

In this section we extend the Tobit structure \( y_t = \max(0, s_t) \), to allow for a long time series dimension in \( s_t \). An example of this is where

\[
s_t = \mu + \phi s_{t-1} + \varepsilon_t, \quad \varepsilon_t \sim NID\left(0, \sigma^2\right),
\]

(3)

with \(|\phi| < 1\). The \( \{s_t\} \) are Markovian, while the \( \{y_t\} \) are not. This contrasts with a simple alternative process written directly in terms of the \( y_t \) where

\[
y_t = \max(0, \mu + \phi y_{t-1} + \varepsilon_t),
\]

(4)

which is trivial to estimate using a conditional (on \( y_1 \)) likelihood as the conditional ML estimator is easily found by numerical optimisation.

Our model is more complicated due to its non-Markovian nature. This type of structure appears in many aspects of econometrics and so it is interesting to study ways of estimating it. (3) is easier to work with from a modelling building viewpoint — for example it is obvious how to build a continuous time model of this type, while it would be difficult using the specification in (4).

Chib (1992) proposes a MCMC method for the Tobit regression model, where

\[
s_t = x_t' \beta + \varepsilon_t, \quad \varepsilon_t \sim NID\left(0, \sigma^2\right)
\]

and the regressors are strongly exogenous. Here \( \theta = (\beta', \sigma^2)' \). Chib studied setting \( \mu_t = x_t' \beta \) and then running: (1) Initialise \( s \); (2) Sample \( \theta \) from \( \theta|s \), and then construct \( \mu \); (3) Sample \( s \) from \( s|\mu, y; \theta \); (4) Repeat from step 2.

This sampler is exactly of the form of the simulation signal smoother based algorithm discussed in the previous section for the time series extension of this regression model. It will generally work if \( \sigma^2 > 0 \) which is not an unreasonable assumption in the context of this model. However, it becomes less convincing in the time series context.

3.2 Sampling \( s_t|s_{\backslash t}, y_t; \theta \)

For the Tobit model, sampling from \( s_t|s_{\backslash t}, y_t; \theta \) is straightforward, for \( s_t|s_{\backslash t}, y_t = y_t, \) if \( y_t > 0 \), and

\[
s_t|s_{\backslash t}, y_t; \theta \sim TN_{s_t < 0}(\gamma_t, \Xi_t), \quad \text{if} \quad y_t = 0,
\]

where \( \gamma_t \) and \( \Xi_t \) are, respectively, the mean and variance matrix of the Gaussian distribution of \( s_t|s_{\backslash t}; \theta \), and the notation \( TN_{s_t < 0} \) means that \( s_t \) has a truncated normal distribution and
As we can sample continuously from truncated normal distributions by applying the probability integral transform theorem (see for example Devroye (1986, p. 39))\(^1\), the resulting Gibbs sampler will be smooth in the parameters and will converge to \(s|y; \theta\).

To illustrate the relative performance of the possible MCMC samplers for this problem, we consider a simple experiment on \(y_t = \max(0, s_t)\), where \(s_t\) is defined by

\[
s_t = \beta + \alpha_t + \varepsilon_t, \quad \varepsilon_t \sim NID(0, \sigma^2_{\varepsilon}), \quad \eta_t \sim NID(0, \sigma^2_{\eta}),
\]

\[
\alpha_{t+1} = \phi \alpha_t + \eta_t, \quad \alpha_1 \sim N\left\{0, \sigma^2_{\eta}/(1 - \phi^2)\right\}.
\]

We assume \(|\phi| < 1\), \(\{\varepsilon_t\}\) and \(\{\eta_s\}\) are mutually uncorrelated for all \(t\) and \(s\).

The experiment uses a data set of size 50 generated by this model using the parameter values \(\beta = -0.5\), \(\phi = 0.95\), \(\sigma^2_{\varepsilon} = 0.1\) and \(\sigma^2_{\eta} = 0.1\). The expected number of censored observations is 34 while the actual number in the sample is 30. We run the scan, signal simulation smoothing and single move state samplers for 50,000 iterations, discarding the first 1,000 results, for the above set of parameter values. In the state sampler we initialise \(\alpha_t = s_t\). In the signal simulation smoothing algorithm and the scan sampler we initialise \(s_t = y_t\) if \(y_t > 0\) and \(-0.5\) otherwise.

The resulting drawings from \(s_4|y\ (y_4 = 0)\) were inputted into a correlogram and are reported in Figure 1. The idea is to represent the correlation in the sampler once it has reached equilibrium. As we expected, the results show that the state sampler has a higher degree of correlation than the signal simulation smoothing algorithm, which in turn, is more correlated than the scan sampler. In all cases the correlation is modest, attributable to the fact that a very simple model is being considered.

### 3.3 Estimation

The state space framework allows either a fully Bayesian or a simulated EM algorithm, as the scan sampler yields simulations which are continuous functions of the model parameters. Once a prior is stated, the Bayesian analysis of this model is algorithmically straightforward. The simulated EM algorithm also takes on a simple form. The log-likelihood for any latent \(s\) can be computed as \(\log f(\theta; s)\) can be computed by the Kalman filter. Therefore, the function to be maximised, possibly numerically, in the \(M\)-step, is

\[
\tilde{Q}(\theta, \theta^{(i)}; y) = \frac{1}{R} \sum_{j=1}^{R} \log f\left(s^j; \theta\right), \quad \text{where} \quad s^j \sim F\left\{s|y; \theta^{(i)}\right\}.
\]

\(^1\)Precisely, if \(\xi\) is a random variable with distribution function \(F\), and \(\eta\) is a truncated version of \(\xi\) to the region \([a, b]\) with distribution function \(G\), then we can sample from \(\eta\) by

\[
F^{-1}\left[F(a) + u \{F(b) - F(a)\}\right], \quad \text{where} \quad u \sim U[0, 1].
\]
The solution to this maximisation problem will give $\theta^{(i+1)}$. The process will be iterated until convergence.

### 3.4 A Monte Carlo study

In this subsection we will illustrate likelihood inference on the Tobit structure where $s_t$ is defined by

$$ s_t = x_t' \beta + \alpha_t + \varepsilon_t, \quad \varepsilon_t \sim NID \left( 0, \sigma^2_{\varepsilon} \right), $$

$$ \alpha_{t+1} = \phi \alpha_t + \eta_t, \quad \eta_t \sim NID \left( 0, \sigma^2_{\eta} \right), $$

(5)

with $|\phi| < 1$, $\{\varepsilon_t\}$ and $\{\eta_s\}$ independent for all $t$ and $s$ and $\alpha_1 \sim N \left( 0, \sigma^2_{\eta} / (1 - \phi^2) \right)$.

**Example 1.** We take $x_t = 1$ for all $t$ in the measurement equation. The artificial set of data is generated according to (5) with $\alpha_0 = 0$ for different values of the parameter values.

We perform both Bayesian and classical inference on the parameters of the model. We will take as true values $\beta = 0.25$, $\sigma^2_{\varepsilon} = 0.5$, $\sigma^2_{\eta} = 0.1$, and $\phi = 0.95$ and use $n = 200$. Thus $\theta = \left( \beta, \sigma^2_{\varepsilon}, \sigma^2_{\eta}, \phi \right)'$.

#### 3.4.1 Bayesian inference

When we update the parameters we use the following conditional structure (1) $\beta | s, \alpha, \sigma^2_{\varepsilon}$, (2) $\sigma^2_{\varepsilon} | s, \alpha, \beta$, (3) $\sigma^2_{\eta} | \alpha, \phi$, and (4) $\phi | \alpha, \sigma^2_{\eta}$. The first three have straightforward conjugate distribu-
tions which we use. In particular, we use a non-informative prior distribution for $\beta$, and take $L_0 \chi_p^{-2}$ for $\sigma^2_\varepsilon$ and $L_1 \chi_q^{-2}$ for $\sigma^2_\eta$. Here the notation $L_0 \chi_p^{-2}$ denotes a random variable which is $L_0$ divided by a chi-squared variable with $p$ degrees of freedom. Throughout we take $q = p = 5$ and $L_0 = p \times 1$ and $L_1 = q \times 1$. We use $2Beta(\zeta_1, \zeta_2) - 1$ as a prior family for $\phi$, following Kim, Shephard, and Chib (1998). This implies $E(\phi) = \{2\zeta_1/(\zeta_1 + \zeta_2)\} - 1$. We take $\zeta_1 = 10$, $\zeta_2 = 2$ so that $\phi$ has a prior mean of 0.66 and a standard deviation of 0.207. To sample $\phi$ we adopt the procedure used in Kim, Shephard, and Chib (1998), although a more general procedure such as Chib and Greenberg (1994) could have been used.

The rate of the convergence of the sampler will vary depending on the true parameter values. When the noise in the measurement equation is small, the sampler will converge slowly, especially for small sample sizes, because the data hardly helps to discriminate between $\beta$ and the states. We also expect slower convergence of the sampler as the autoregression coefficient and/or the noise in the transition equation increase, and for negative values of $\beta$.

Figure 2: Multi-move Gibbs sampler for a censored model with $\beta = 0.25$, $\sigma_\varepsilon = 0.707$, $\sigma_\eta = 0.316$, $\phi = 0.95$. Sample size $n = 200$. Left graphs: the simulation against iteration number. Middle graphs: histograms of the resulting marginal distributions and estimated densities. Right graphs: the corresponding correlograms for the iterations.

Figure 2 and Table 1 present the results of the signal simulation smoothing algorithm for the Tobit process given in (5). The number of censored observations in the sample is 76. The
Table 1: Summaries of Figure 2. Sample size $n = 200$. MCse denotes the Monte Carlo standard error of the simulation estimator of mean of the posterior density. Throughout these standard errors are computed using 250 lags and 100,000 iterations. Numbers in italics are correlations rather than covariances. Ineff denotes the estimated inefficiency factor.

<table>
<thead>
<tr>
<th>TRUTH</th>
<th>Mean</th>
<th>MCse</th>
<th>Ineff</th>
<th>Covariance and Correlation</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\beta</td>
<td>y$</td>
<td>.25</td>
<td>.2920</td>
<td>.003578</td>
</tr>
<tr>
<td>$\sigma^2_x</td>
<td>y$</td>
<td>.707</td>
<td>.6823</td>
<td>.000519</td>
</tr>
<tr>
<td>$\sigma^2_\eta</td>
<td>y$</td>
<td>.316</td>
<td>.3827</td>
<td>.000979</td>
</tr>
<tr>
<td>$\phi</td>
<td>y$</td>
<td>.95</td>
<td>.8610</td>
<td>.000579</td>
</tr>
</tbody>
</table>

initial parameter values are set at $\beta = -0.2$, $\sigma^2_x = 0.4$, $\sigma^2_\eta = 0.1$, and $\phi = 0.9$. We iterated the Gibbs sampler on the states for 500 iterations and then the parameters and states for 1,000 more iterations before recording any answers. The next 100,000 iterations are recorded.

The summary statistics of Table 1 report inefficiency factors, or integrated autocorrelations, of the sampler. These are estimated as the variance of the sample mean from the MCMC sampling scheme, using a Parzen window, (see, for example, Priestley (1981, Ch.6)) to account for the serial correlation in the draws\(^2\) relative to the variance of a hypothetical sampler which draws independent random variables from the posterior, (the posterior variance divided by the number of iterations). Note that if the sample was *i.i.d.*, then the inefficiency factor would be one.

The inefficiency factor can be a useful diagnostic, although not the only one, in measuring how well the chain mixes. If we require the Monte Carlo error in estimating the mean of the posterior to be no more than one percentage of the variation of the error due to the data, i.e., \(\{MCse (\theta_i)\}^2 / Var (\theta_i | y) \leq 0.01\), for $i = 1, \ldots, 4$, where $\theta_i$ denotes the $i$-th component of $\theta$, $MCse (\theta_i)$ the Monte Carlo standard error, and $Var (\theta_i | y)$ the posterior variance given $y$, then inefficiency factors in the region of 30 suggest that the model can be quite precisely analysed in about 3000 iterations of the MCMC algorithm.

An interesting feature of the result is that the regression coefficient $\beta$ is not particularly well.

\(^2\)The suggested estimate of the Monte Carlo standard error using a chain of length $N$, $\hat{\tau}_N$, is computed as

$$\hat{\tau}_N = 1 + \frac{2N}{N-1} \sum_{i=1}^{B_M} K \left( \frac{i}{B_M} \right) \hat{\rho}(i),$$

where $\hat{\rho}(i)$ is an estimate of the autocorrelation at lag $i$ of the MCMC sampler, $B_M$ represents the bandwidth, and $K$ the Parzen kernel given by

$$K(z) = \begin{cases} 
1 - 6z^2 + 6z^3, & z \in \left[0, \frac{1}{2}\right] \\
2(1-z)^3, & z \in \left[\frac{1}{2}, 1\right] \\
0, & \text{elsewhere}.
\end{cases}$$
estimated, while $\phi$ is really poorly estimated.

**Example 2.** Our second set of experiments deals with a censored model where the latent variable $s_t$ is defined by equations (5) with a 2-dimensional $\beta = (\beta_1, \beta_2)'$. For each $t$, $x_t = (x_{1t}, x_{2t})$ is a $2 \times 1$ matrix of exogenous variables. In our experiment, $x_{1t} = 1$ for all $t$, and $x_{2t}$ are i.i.d. $U(0,1)$ random variables. As usual, $\alpha_0 = 0$ is imposed in the transition equation to generate the states.

The true parameter values are $\beta = (0.25, 0.5)'$, $\sigma_\epsilon^2 = 0.5$, $\sigma_\eta^2 = 0.1$, $\phi = 0.95$. In this case $\theta = (\beta', \sigma_\epsilon^2, \sigma_\eta^2, \phi)'$. The number of censored observations in the sample is 62 out of a sample of size 200. The initial parameter values in the sampler are set to $\beta = (0.1, 0.4)'$, $\sigma_\epsilon^2 = 0.4$, $\sigma_\eta^2 = 0.1$, and $\phi = 0.9$.

We iterated the Gibbs sampler on the states for 500 iterations and then the parameters and states for 1,000 more iterations before recording any answers. The next 100,000 iterations are recorded. Results for a sample of size 200 are given in Figure 3. The posterior means, covariance and correlation matrices, as well as the Monte Carlo standard errors, are presented in Table 2.

![Figure 3: Multi-move Gibbs sampler for a censored model with $\beta = (0.25, 0.5)'$, $\sigma_\epsilon^2 = 0.5$, $\sigma_\eta^2 = 0.1$, $\phi = 0.95$. Sample size $n = 200$. Left graphs: the simulation against iteration number. Middle graphs: histograms of the resulting marginal distributions and estimated densities. Right graphs: the corresponding correlograms for the iterations.](image)
Table 2: Summaries of Figure 3. Sample size $n = 200$. MCse denotes the Monte Carlo standard error of the simulation estimator of the mean of the posterior density. Throughout these standard errors are computed using 250 lags and 100,000 iterations. Numbers in italics are correlations rather than covariances. Ineff denotes estimated inefficiency factor.

<table>
<thead>
<tr>
<th></th>
<th>TRUTH</th>
<th>Mean</th>
<th>MCse</th>
<th>Ineff</th>
<th>Covariance and Correlation</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\beta_1$</td>
<td>$y$</td>
<td>.25</td>
<td>.2432</td>
<td>.00790</td>
<td>-0.243</td>
</tr>
<tr>
<td>$\beta_2$</td>
<td>$y$</td>
<td>.5</td>
<td>.4519</td>
<td>.000994</td>
<td>-0.2449</td>
</tr>
<tr>
<td>$\sigma_\varepsilon$</td>
<td>$y$</td>
<td>.707</td>
<td>.7487</td>
<td>.000428</td>
<td>-0.00120</td>
</tr>
<tr>
<td>$\sigma_\eta$</td>
<td>$y$</td>
<td>.316</td>
<td>.3270</td>
<td>.000838</td>
<td>-0.000671</td>
</tr>
<tr>
<td>$\phi$</td>
<td>$y$</td>
<td>.95</td>
<td>.9400</td>
<td>.000286</td>
<td>-0.000659</td>
</tr>
</tbody>
</table>

changes in the model. Again this model could be reasonably analysed in 3,000 iterations, while the regression coefficients are again poorly estimated.

3.4.2 Classical inference

To illustrate the simulated EM algorithm we will work with the following example.

**Example 3 (example 1 reconsidered).** The true parameter values are $\beta = 0.25$, $\sigma_\varepsilon^2 = 0.5$, $\sigma_\eta^2 = 0.1$, and $\phi = 0.95$ in the high persistence case and $\phi = 0.6$ in the low persistence case.

Non-negativity constraint for the variances are imposed by the reparameterisations $\sigma_\varepsilon^2 = \exp(\theta_1)$ and $\sigma_\eta^2 = \exp(\theta_2)$, and the stationarity constraint for $\phi$ is imposed by the reparameterisation $\phi = \theta_3 / (1 + \theta_3^2)$. The parameter $\beta$ is unconstrained.

For each data set $y$, the initial value of $\theta$ is set to be $\theta^{(0)} = (0, 1, 1, 0)'$. We have checked that the results of the experiment are independent of these initial values. Given the parameter estimate at step $i$ of the algorithm, $\theta^{(i)}$, the scan sampler is applied, with initial values $s_t^{(0)} \sim TN_{s_t < 0} \left[\beta^{(i)}, \sigma_\varepsilon^{(i)2} + \sigma_\eta^{(i)2} / \left(1 - \phi^{(i)2}\right)\right]$ if $y_t = 0$, to get $R$ scan samples $s_1^t, ..., s_R^t, t = n, ..., 1$, with $s_t^j \sim s_t | s_t < 1, y; \theta^{(i)}$. These values are used to compute

$$\tilde{Q} \left\{ \theta, \theta^{(i)}; y \right\} = \frac{1}{R} \sum_{j=1}^R \log f \left(s_t^j; \theta \right).$$

In the $M$-step of the algorithm, $\tilde{Q} \left\{ \theta, \theta^{(i)}; y \right\}$ is maximised using the quasi-Newton method developed by Broyden, Fletcher, Goldfarb and Shanno (BFGS) and implemented in Ox (see Doornik (1996, pp. 114-8)). Analytical first derivatives, derived by Koopman and Shephard (1992), were used combined with a linear line search if necessary. The maximum number of iterations used in this maximisation routine within the $M$-step of the EM algorithm is 250. The solution to this maximisation problem will give $\theta^{(i+1)}$. The process is iterated until convergence.

The experiment just described is replicated for 250 data sets. Results for $R = 1$, $R = 5$ and $R = 10$ are presented in Table 3. We find that in this simple case there is little gain in taking
Figure 4: EM estimates against iteration number for 10 random samples of size 200 taking \( R = 5 \) scan draws. Illustrates the rapid convergence of the simulated EM algorithm.

\( R \) much bigger than 10. For each data set, we consider 20 iterations of the algorithm.

Figure 4 plots the simulated EM parameter estimates against iteration number for the first 10 data sets taking \( R = 5 \). These estimates reflect that in most cases, a fairly small number is sufficient for convergence. This suggests that by using the scan sampler we have set the EM algorithm up to have only a small amount of missing data.

The results of an experiment using 200 data sets and \( R = 5 \) scan draws for different sample sizes are reported in Table 4. For each data set, we consider a maximum of 50 iterations of the EM algorithm, although most replications in fact converge within 25 iterations. The replications for which the algorithm did not converge are not included in the computations of the mean and estimated standard deviations.

The simulated EM algorithm often estimates \( \sigma_\varepsilon^2 \) as zero, especially for the low persistence case and small sample sizes. The variance of the estimates of \( \beta \) are much higher for \( \phi = 0.95 \) than for \( \phi = 0.6 \). In the low persistence case, the algorithm yields very high variance estimates of the autoregression coefficient.

**Example 4 (example 2 reconsidered).** In our second experiment, the true parameters values are taken to be \( \beta = (0.25, 0.5)' \), \( \sigma_\varepsilon^2 = 0.5 \), \( \sigma_\eta^2 = 0.1 \), \( \phi = 0.95 \). The initial values of the parameters are set to \( \theta^{(0)} = (0, 0, 1, 1, 0)' \).
Table 3: 250 Monte Carlo replications as an experiment to study the sampling behaviour of the simulated EM algorithm. Sample size \( n = 200 \). Uses a variety of values of \( R \). Converge denotes the proportion of replications which converged. Non-bracketed numbers are the average values of the estimates over the Monte Carlo. Figures in brackets denote the empirical standard error of the estimator over the 250 replications.

<table>
<thead>
<tr>
<th>( R )</th>
<th>Converge</th>
<th>( \beta )</th>
<th>( \sigma_\varepsilon )</th>
<th>( \sigma_\eta )</th>
<th>( \phi )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>100</td>
<td>.2449</td>
<td>.6963</td>
<td>.3471</td>
<td>.9056</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(.400)</td>
<td>(.114)</td>
<td>(.108)</td>
<td>(.065)</td>
</tr>
<tr>
<td>5</td>
<td>100</td>
<td>.2539</td>
<td>.6966</td>
<td>.3370</td>
<td>.9091</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(.382)</td>
<td>(.078)</td>
<td>(.080)</td>
<td>(.055)</td>
</tr>
<tr>
<td>10</td>
<td>99.6</td>
<td>.2532</td>
<td>.6933</td>
<td>.3362</td>
<td>.9056</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(.382)</td>
<td>(.0829)</td>
<td>(.082)</td>
<td>(.080)</td>
</tr>
<tr>
<td>TRUTH</td>
<td></td>
<td>.25</td>
<td>.707</td>
<td>.316</td>
<td>.95</td>
</tr>
</tbody>
</table>

The sampler is performed as in Example 3 but in this case the BFGS method maximises the log-likelihood for the ‘augmented’ data using numerical derivatives and at each step, we consider \( R = 10 \) scan samples. For each data set, the algorithm is iterated until convergence for a maximum of 50 times. In Table 5 we only report results for \( n = 200 \). The sampler gets very high variance estimates of the regression coefficient.

4 EXAMPLE: GAUSSIAN DYNAMIC DISEQUILIBRIUM

4.1 Modelling framework

We consider in this section a dynamic single-market disequilibrium model specified by a demand function, a supply function and a minimum condition \( y_t = \min(s_{1t}, s_{2t}) \), where \( y_t \) denotes the quantity transacted at period \( t \), \( s_{1t} \) the quantity demanded at period \( t \), \( s_{2t} \) denotes the quantity supplied at period \( t \). We assume that \( s_t \), which includes \( s_{1t}, s_{2t} \) as elements, follows a Gaussian SSF. This process is generally called a linear Gaussian dynamic disequilibrium model. This framework could be extended to allow \( y_t \) to be multivariate with \( y_{jt} = s_{j+1t}, j = 1, ..., P \), where now \( s_t \) is a Gaussian SSF. This would be a time series system which allowed a component to be the result of a disequilibrium. For simplicity of exposition we remove this possibility here as the generalisation to cover that problem is technically trivial.

The scan sampler can be used to find the mean and covariance of the Gaussian \( s_t|s_{t\backslash t}; \theta \). Thus all we have to do is to simply sample which of \( s_{1t} \) and \( s_{2t} \) is exactly equal to \( y_t \) and then sample the other according to a truncated normal distribution. In our problem sampling a single \( s_t \),
Table 4: 250 Monte Carlo replications as an experiment to study the sampling behaviour of the simulated EM algorithm. On the left $\phi = 0.95$, and on the right $\phi = 0.6$. Uses $R = 5$ scan draws. Converge denotes the proportion of the 250 replications which converge. Non-bracketed numbers are the average values of the estimates over the Monte Carlo. Figures in brackets denote the empirical standard error of the estimator over the replications.

<table>
<thead>
<tr>
<th>n</th>
<th>Converge</th>
<th>$\beta$</th>
<th>$\sigma_\varepsilon$</th>
<th>$\sigma_\eta$</th>
<th>$\phi$</th>
<th>Converge</th>
<th>$\beta$</th>
<th>$\sigma_\varepsilon$</th>
<th>$\sigma_\eta$</th>
<th>$\phi$</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>99.6</td>
<td>.2852</td>
<td>.6450</td>
<td>.3667</td>
<td>.8479</td>
<td>97.5</td>
<td>0.2426</td>
<td>0.4146</td>
<td>0.4855</td>
<td>0.3582</td>
</tr>
<tr>
<td></td>
<td>(0.499)</td>
<td>(1.67)</td>
<td>(1.43)</td>
<td>(1.38)</td>
<td></td>
<td>(0.117)</td>
<td>(0.325)</td>
<td>(0.263)</td>
<td>(0.346)</td>
<td></td>
</tr>
<tr>
<td>200</td>
<td>100</td>
<td>.2539</td>
<td>.6966</td>
<td>.3369</td>
<td>.9091</td>
<td>98.0</td>
<td>0.2354</td>
<td>0.4979</td>
<td>0.4537</td>
<td>0.4057</td>
</tr>
<tr>
<td></td>
<td>(0.382)</td>
<td>(0.078)</td>
<td>(0.080)</td>
<td>(0.055)</td>
<td></td>
<td>(0.089)</td>
<td>(0.304)</td>
<td>(0.245)</td>
<td>(0.340)</td>
<td></td>
</tr>
<tr>
<td>500</td>
<td>100</td>
<td>.2262</td>
<td>.7043</td>
<td>.3246</td>
<td>.9351</td>
<td>100.0</td>
<td>0.2443</td>
<td>0.6152</td>
<td>0.3737</td>
<td>0.5573</td>
</tr>
<tr>
<td></td>
<td>(0.274)</td>
<td>(0.045)</td>
<td>(0.052)</td>
<td>(0.024)</td>
<td></td>
<td>(0.052)</td>
<td>(0.225)</td>
<td>(0.196)</td>
<td>(0.223)</td>
<td></td>
</tr>
</tbody>
</table>

TRUTH: mean $0.25$ 0.707 0.316 0.95.

Table 5: 250 Monte Carlo replications as an experiment to study the sampling behaviour of the EM algorithm with $R = 10$. Sample size $n = 200$. Uses $R = 10$ scan draws. Non-bracketed numbers are the average values of the estimates over the Monte Carlo. Figures in brackets denote the empirical standard error of the estimator over the 250 replications.

<table>
<thead>
<tr>
<th></th>
<th>$\beta_1$</th>
<th>$\beta_2$</th>
<th>$\sigma_\varepsilon$</th>
<th>$\sigma_\eta$</th>
<th>$\phi$</th>
</tr>
</thead>
<tbody>
<tr>
<td>mean</td>
<td>.2656</td>
<td>.4965</td>
<td>.6910</td>
<td>.3314</td>
<td>.9130</td>
</tr>
<tr>
<td>standard deviation</td>
<td>(.400)</td>
<td>(.225)</td>
<td>(.065)</td>
<td>(.071)</td>
<td>(.049)</td>
</tr>
<tr>
<td>TRUTH</td>
<td></td>
<td>.25</td>
<td>.5</td>
<td>.707</td>
<td>.316</td>
</tr>
</tbody>
</table>

Table 4: 250 Monte Carlo replications as an experiment to study the sampling behaviour of the simulated EM algorithm. On the left $\phi = 0.95$, and on the right $\phi = 0.6$. Uses $R = 5$ scan draws. Converge denotes the proportion of the 250 replications which converge. Non-bracketed numbers are the average values of the estimates over the Monte Carlo. Figures in brackets denote the empirical standard error of the estimator over the replications.

Table 5: 250 Monte Carlo replications as an experiment to study the sampling behaviour of the EM algorithm with $R = 10$. Sample size $n = 200$. Uses $R = 10$ scan draws. Non-bracketed numbers are the average values of the estimates over the Monte Carlo. Figures in brackets denote the empirical standard error of the estimator over the 250 replications.

Conditional on all the other latent points, the observations and some parameter values, involves computing the probability of $y_t$ being equal to say $s_{1t}$, given all the other latent points and $y_t$; choosing which element of $s_t$ is equal to $y_t$; and then, sampling from a truncated normal distribution. Precisely, we have (suppressing dependence on $\theta$)

$$
\lambda_t = \frac{f_1(y_t|s_{1t}) \times \Pr(s_{2t} > s_{1t}|s_{1t}, s_{1t} = y_t)}{f_1(y_t|s_{1t}) \times \Pr(s_{2t} > s_{1t}|s_{1t}, s_{1t} = y_t) + f_2(y_t|s_{1t}) \times \Pr(s_{1t} > s_{2t}|s_{1t}, s_{2t} = y_t)},
$$

where $\lambda_t = \Pr(s_{1t} < s_{2t}|s_{1t}, \min(s_{1t}, s_{2t}) = y_t)$ denotes the probability of having excess supply at time $t$, conditional on all the other components of $s_t$ and the observed $y_t$. Here $f_1(y_t|s_{1t})$ is the density of $s_{1t}|s_{1t}$ evaluated at $y_t$, while $f_2(y_t|s_{1t})$ is the corresponding density for $s_{2t}|s_{1t}$. Note that $\lambda_t$ can be easily computed as $s_t|s_{1t} \sim N(\gamma_t, \Xi_t)$. This probability enables us to sample which of the $s_{1t}$ and $s_{2t}$ is exactly equal to $y_t$, (e.g. by using a draw $\nu$ from a uniform distribution on $[0,1]$ and comparing it to $\lambda_t$; that is, we set $s_{1t} = y_t$ if $\nu < \lambda_t$, and $s_{2t} = y_t$ otherwise). If
$s_{1t} = y_t$, then conditional on $s_{1t} < s_{2t}$,

$$s_{2t|s_{1t}, s_{1t} = y_t} \sim TN_{s_{2t} > s_{1t}} \left( \bar{\gamma}_t, \Xi_t \right),$$

for some mean and variance which are functions of the elements of $\gamma_t$ and $\Xi_t$. Similar results hold if $s_{2t} = y_t$.

An important point is that this simulator will not be continuous with respect to the parameters, as $\lambda_t$ depends on the parameters being estimated, and choosing which element of $s_t$ is equal to $y_t$ is a binary choice.

### 4.2 Parameter estimation

#### 4.2.1 The literature

Due to computational complexity and to the lack of computationally tractable statistical methods, disequilibrium models have mostly been specified and estimated without dynamic structures. Classic papers in this context include Fair and Jaffee (1972), Goldfeld and Quandt (1975), Goldfeld and Quandt (1978), Maddala and Nelson (1974) and Hartley and Mallela (1977). A common difficulty revealed by this literature is that there can be a very significant problem of the ML estimator falling on a boundary of the parameter space, and often there are multiple maxima in the likelihood function.

With autocorrelation in disturbances or lagged latent dependent variables, likelihood functions of such models involve high dimensional integrals, typically of order $n$. Numerical approaches run into problems when $n$ is larger than 4. Simulation techniques open up the ability to look at dynamic models. The simulated scores method developed by Hajivassiliou and McFadden (1996), directly simulates the derivatives of the log-likelihood function.

The first paper to use simulation techniques for the estimation of dynamic disequilibrium models is Laroque and Salanié (1993), who propose the use of dynamic simulated pseudo-maximum likelihood methods. This technique relies on using dynamic simulations of the endogenous variables conditionally on the exogenous variables to compute the first and second order moments of the endogenous variables, and maximising the resulting pseudo likelihood function to estimate the parameters. It requires the exogenous variables to be strongly exogenously for the parameters of interest.

We start the rest of this section by revising Laroque and Salanie’s simulated pseudo-maximum likelihood method. Throughout this section, for any variable $z$, $z^t$ will denote $(z_1, ..., z_t)^t$. Then, we suggest how to perform Bayesian inference using the sampler introduced above. The next subsection will compare Laroque and Salanie’s estimator to the Bayesian estimator in a Monte Carlo experiment. More general dynamics, including the model in Lee (1997a, Section 6), are
studied in Manrique (1997). In particular, in a Monte Carlo experiment Manrique (1997) compares Lee’s approach to the Bayesian estimator we advocate in this paper. Both approaches yield biased estimators, and biases are approximately the same magnitude. Although the Bayesian estimator is not particularly well behaved for very small sample sizes, (e.g. \( n = 30 \)), for \( n = 50 \) or \( n = 100 \) the Bayesian estimators appear to be more precise than Lee’s estimates. Of course for large \( n \) they should be roughly equivalent.

4.2.2 Laroque and Salanie’s dynamic simulated pseudo-maximum likelihood method

Laroque and Salanie (1993) propose a dynamic simulated pseudo-maximum likelihood method to deal with a very general class of dynamic non-linear models, which encompasses limited dependent variable models with lagged endogenous variables, both observed and latent, with or without serial correlation. This paper extends Laroque and Salanie (1989) who studied static disequilibrium models.

In short, dynamic pseudo-maximum likelihood (PML) methods consists of using dynamic simulations of the model, computing a pseudo likelihood function that depends only on the first two moments of the endogenous variables. Specifically, we start from the following reduced form model,

\[
y_t = g(x_t, y_{t-1}, s_{t-1}, \varepsilon_t, b_0)
\]

\[
s_t = g^*(x_t, y_{t-1}, s_{t-1}, \varepsilon_t, b_0)
\]

\[
\varepsilon_t = R_0 \varepsilon_{t-1} + u_t
\]

where \( y_t \) is the vector of observed endogenous variables, \( s_t \) is a vector of latent variables, \( x_t \) is a vector of strongly exogenous variables and \( \varepsilon_t \) are the structural disturbances. It is assumed that the innovations \( u_t \) are i.i.d. with known distribution. The parameter \( \theta_0 = (b_0, R_0) \) fully describes the data generation process.

Laroque and Salanie (1993) focus on the so-called dynamic PML2 estimator which uses \( \{g_t\} \) is a sequence of transformations of the output of dynamic simulations of the model, starting at period 1 with given initial values for period 0 and replacing lagged dependent variables with their simulated values,

\[
Y_t = \text{vec}(y_t, ..., y_{t-k}),
\]

\[
G_t(x^t, u^t, \theta) = \text{vec}\left\{ g_t(x^t, u^t, \theta), ..., g_{t-k}(x^{t-k}, u^{t-k}, \theta) \right\},
\]

for some integer \( k \geq 0 \), and \( F_t, V_t \) are the first two moments of \( G_t \) conditional on \( x^t \), that is,

\[
F_t(x^t, \theta) = E \left\{ G_t(x^t, u^t, \theta) | x^t \right\}, \quad \text{and} \quad V_t(x^t, \theta) = Var \left\{ G_t(x^t, u^t, \theta) | x^t \right\}.
\]

Then the PML2 estimator corresponds to the value of \( \theta \) which minimises

\[
I^n(\theta) = \frac{1}{2n} \sum_{t=1}^n \left[ (Y_t - F_t(x^t, \theta))^\prime V_t(x^t, \theta)^{-1} (Y_t - F_t(x^t, \theta)) + log |V_t(x^t, \theta)| \right]
\]
over $\theta$.

Note that $x_t$ needs to be strongly exogenous so that in the conditional expectations that we compute, the distribution of $u_t^i$ can be taken independent of the conditioning variables. Under standard regularity conditions, this estimator is consistent and has satisfactory asymptotic properties. However, these conditions may not hold when some variables are not stationary.

As it will generally be impossible to write down an analytical form for the dynamic simulations $G_t$ and their moments $F_t$ and $V_t$, the function $l^\theta(\theta)$ can be approximated by simulations. This leads to the dynamic simulated pseudo-maximum likelihood (SPML) method.

Thus, at each period $t$, we draw $H$ values of the innovations $u_t, u_t^h$. These draws, that must be independent over $t$ and over $h$, will be held fixed during the minimisation of the criterion function. For each $h = 1, ..., H$, we then recursively compute a dynamic simulation path for the endogenous variables $y_t^h$. The dynamic SPML2 estimator minimises

$$ l^{Hn}(\theta) = \frac{1}{2n} \sum_{t=1}^{n} \left[ \left\{ Y_t - F_t^H(x_t, \theta) \right\} V_t^H(x_t, \theta)^{-1} \left\{ Y_t - F_t^H(x_t, \theta) \right\} + \log \left| V_t^H(x_t, \theta) \right| \right] $$

over $\theta$, where $F_t^H(x_t, \theta)$ and $V_t^H(x_t, \theta)$ stand for the empirical moments of $(Y_t^h)_{h=1,..,H}$.

Despite the generality and simplicity of the dynamic SPML method (the only requirements for applying it are that one can draw the innovations from their distribution and that it is possible to solve the model for the values of the endogenous variables), this technique yields simulators that are only as differentiable as the functions $g$ and $g^*$ with respect to the parameters, and so, they are discontinuous even in Probit models.

Laroque and Salanié (1989) study consistency and the asymptotic distribution of the static SPML2 estimator. Further study is required to extend those theoretical results to the dynamic SPML2 estimator.

Laroque and Salanié (1993) test the dynamic simulated pseudo maximum likelihood method on Monte Carlo generated data for the disequilibrium model defined as

$$ s_{1t} = a_1 x_{1t} + \phi s_{1,t-1} + \sigma_1 \varepsilon_{1t}, $$
$$ s_{2t} = a_2 x_{2t} + \sigma_2 \varepsilon_{2t}, $$
$$ y_t = \min(s_{1t}, s_{2t}), $$

where $y_t$ is an observable variable, for $t = 1, ..., n$, $s_t = (s_{1t}, s_{2t})'$ is a latent endogenous variable, $\varepsilon_{1t}$ and $\varepsilon_{2t}$ are independent, serially uncorrelated disturbances with $N(0, 1)$ distributions. They assume $|\phi| < 1$ to ensure stationarity, and draw $x_t = (x_{1t}, x_{2t})'$ from

$$ x_{1t} = 2.5 (1 + \nu_t) \quad \text{and} \quad x_{2t} = 5, $$

with $\nu_t \sim N(0, 1)$ and uncorrelated with $(\varepsilon_{1t}, \varepsilon_{2t})$. The implication is that the regressors are strongly exogenous. The true parameter values are $a_1 = 1, \sigma_1^2 = 1, \phi = 0.5, a_2 = 1,$ and $\sigma_2^2 = 1.$
Finally,
\[ s_{10} = (1 - \phi)^{-1} \{ 2.5(1 + \nu) a_1 + \sigma_1 \varepsilon \} , \]  
(9)
with \( \nu, \varepsilon \sim NID(0, 1) \). This set-up ensures that \( E(s_{1t}) = E(s_{2t}) \), so that there is a roughly equal mix of regimes.

They report estimation results obtained using a simple SPML approach based on \( Y_t = y_t \) (i.e., \( k = 1 \)), for 200 randomly generated 50-observations samples. The first two moments are approximated using \( H = 10, 20, \) or 50 dynamic simulations. The method appears to be quite tractable and it converges in most samples. However, it is rather difficult to obtain accurate estimates of the standard errors. To avoid the numerical computation of second derivatives, Laroque and Salanie use an approximation that relies on first derivatives but it is only valid when both the sample size and the number of simulations are infinite. Unfortunately, this yields mean estimates of the standard errors that are appreciably lower than the empirical standard deviation of the estimated parameters. In an earlier unpublished version of the paper, the authors apply the dynamic PML method to dynamic variants of the disequilibrium model of the US labour market with wage and price adjustment of Quandt and Rosen (1986).

4.2.3 Bayesian estimation

We resort to Bayesian estimation of dynamic disequilibrium models as the simulations are not continuous with respect to the parameters.

Assuming a known prior for \( \theta \), a generic Markov chain Monte Carlo sampler would take on the following form: (1) Initialise \( \theta \); (2) Sample \( s \) from \( s|y; \theta \); (3) Sample \( \theta \) from \( \theta|s \); (4) Repeat from step 2.

4.3 A Monte Carlo study

For sake of simplicity, we only report results for the dynamic disequilibrium model considered in Laroque and Salanié (1993). More general dynamics, including the model in Lee (1997a), are studied in Manrique (1997).

4.3.1 Monte Carlo design

In our Monte Carlo experiments, we work with the simple disequilibrium model given in (7)-(8) with
\[ s_{10} \sim N \left( \frac{2.5 a_1}{1 - \phi}, \frac{\sigma_1^2}{1 - \phi^2} \right) , \]
(10)
where \( x_t = (x_{1t}, x_{2t})' \) is strongly exogenous.
This is precisely the model considered by Laroque and Salanié (1993). We will interpret \( s_{1t} \) as latent demand. Demand depends on its lagged value. The true parameter values are \( a_1 = 1, a_2 = 1, \sigma_1^2 = 1, \sigma_2^2 = 1 \) and \( \phi = 0.5 \). The number of periods \( n \) is equal to 50.

Our aim will be to replicate the results of Laroque and Salanié (1993) in the next subsection, and then compare them, in a simple Monte Carlo experiment, to the Bayesian estimator we advocate in this situation.

In order to start the algorithms we need to set initial values for the parameters. These values were established in the same way as in Laroque and Salanian’s paper. Thus, they were drawn from the uniform distributions on \([0.5, 1.5]\) for \( a_1, \sigma_1, a_2, \) and \( \sigma_2 \), and from the uniform distribution on \([0.25, 0.75]\) for \( \phi \).

### 4.3.2 Laroque and Salanie’s method

For small samples \( l^{Hn}(\theta) \) is not particularly well behaved. Laroque and Salanié (1993) identify three possible sources of spurious minima when applying the dynamic simulated pseudo-maximum likelihood to estimate this disequilibrium model, the ‘zero-variance’ minima, when the algorithm strays in a region in which \( \sigma_1^2 \) and/or \( \sigma_2^2 \) is close to zero, the ‘one-sided’ minima, when all observations are classified to belong to the same regime, and the cases where the autoregressive coefficient being equal or greater than 1 in absolute value. All three occur frequently in the Monte Carlo experiment.

Laroque and Salanie report results of a Monte Carlo experiment using 200 samples of size 50 and taking \( H = 10, \, H = 20, \) and \( H = 50 \) obtained with a simple SPML approach based only on \( Y_t = y_t \), (i.e., \( k = 1 \)). We perform 500 replications using the same sample size and the same amount of simulation. In order to balance the experiment favourably for the Laroque and Salanie procedure, we bounded the variances to be greater than or equal to 0.1, we imposed \( |\phi| < 1 \) and when we had numerical convergence problems or boundary estimates we typically double \( H \) and then applied the method again (until \( H = 50 \) when we stopped changing the parameters). Using this method we managed to get a lower percentage of non-converging simulation experiments than that reported in Laroque and Salanié (1993).

Using 500 replications we get the following results reported in Figure 5 and Table 6. The results indicate that typically the estimators become more precise as \( H \) increases, but that in the cases of \( a_1, \sigma_1 \) and \( \sigma_2 \) the parameters are not very precisely defined. The numerical optimisation procedure continues to fail a worryingly large percentage of the time, although this also falls as \( H \) increases.
Figure 5: Histograms of the 500 replications of the Laroque and Salanie's estimator of the disequilibrium model using \( n = 50 \). Top graphs have \( H = 10 \), middle \( H = 20 \) and bottom \( H = 50 \). The true parameters are 1.0, 1.0, 0.5, 1.0 and 1.0 as we go from the left to the right.

4.3.3 Bayesian method

To start the scan sampler we need to set the initial values of demand and supply, \( s_t = (s_{1t}, s_{2t})' \) for the whole sample period. We do this by setting both demand and supply equal to their observed minimum value. Initial conditions to run the Kalman filter on \( s_1, ..., s_n \) are set to be the unconditional mean and unconditional variance, respectively. Alternatively, a diffuse initial condition could have been used.

We outline here how to sample from the posterior distribution \( \theta | s \). In this framework \( \theta = (a_1, \sigma_1^2, \phi, a_2, \sigma_2^2)' \). Given the structure of the model, we can estimate the parameters in the demand and supply equations separately. Thus, the parameter \( \theta \) is partitioned into \( \theta = (\theta_1, \theta_2)' \) where \( \theta_1 = (a_1, \sigma_1^2, \phi)' \) and \( \theta_2 = (a_2, \sigma_2^2)' \), and therefore step 3 of the MCMC sampler for Bayesian estimation can be divided into two parts: (3a) sample \( \theta_1 \) from \( \theta_1 | s_1 \), where \( s_1 = (s_{11}, ..., s_{1n})' \) is the \( n \times 1 \) vector of the demand quantities; (3b) sample \( \theta_2 \) from \( \theta_2 | s_2 \), where \( s_2 = (s_{21}, ..., s_{2n})' \) is the \( n \times 1 \) vector of the supply quantities.

When we update the parameters, we use the following conditional structure: (1) \( a_1 | s_1, \sigma_1^2, \phi \), (2) \( \sigma_1^2 | s_1, a_1, \phi \), (3) \( \phi | s_1, a_1, \sigma_1^2 \), (4) \( a_2 | s_2, \sigma_2^2 \), and (5) \( \sigma_2^2 | s_2, a_2 \). All the parameters but \( \phi \) have straightforward conjugate distributions which we use. In particular, we use a non-informative
Table 6: Summaries of Figure 5. Laroque and Salanie’s method for various values of H. Throughout we use n = 50 and perform 500 replications. Figures in brackets are the estimated standard errors of the method, computed using the simulation. Converge denotes the proportion of the replications which converge.

<table>
<thead>
<tr>
<th>H</th>
<th>Converge</th>
<th>a₁</th>
<th>σ₁</th>
<th>φ</th>
<th>a₂</th>
<th>σ₂</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>97.2</td>
<td>1.029</td>
<td>1.019</td>
<td>0.5098</td>
<td>1.012</td>
<td>1.064</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(.234)</td>
<td>(.281)</td>
<td>(.082)</td>
<td>(.100)</td>
<td>(.323)</td>
</tr>
<tr>
<td>20</td>
<td>99.8</td>
<td>1.058</td>
<td>0.9597</td>
<td>0.5012</td>
<td>1.008</td>
<td>1.024</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(.357)</td>
<td>(.256)</td>
<td>(.061)</td>
<td>(.096)</td>
<td>(.366)</td>
</tr>
<tr>
<td>50</td>
<td>100.0</td>
<td>1.030</td>
<td>0.9276</td>
<td>0.4996</td>
<td>1.005</td>
<td>0.9847</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(.205)</td>
<td>(.219)</td>
<td>(.059)</td>
<td>(.068)</td>
<td>(.260)</td>
</tr>
<tr>
<td>TRUTH</td>
<td>1.0</td>
<td>1.0</td>
<td>0.5</td>
<td>1.0</td>
<td>1.0</td>
<td></td>
</tr>
</tbody>
</table>

prior distribution for a₁ and a₂, take L₀ · χ⁻²_p for σ₁², and L₁ · χ⁻²_q for σ₂². Throughout we take q = p = 5 and L₀ = p · 1 and L₁ = q · 1. As before, we use 2Beta(ζ₁, ζ₂) − 1 with ζ₁ = 10, ζ₂ = 2 as a prior family for φ.

Illustration We first look at a Monte Carlo experiment on a single data set. Later we will look at the sampling experiment for 500 replications.

Figure 6 and Table 7 give the results. We iterate the sampler on the demand and supply series for 500 iterations, then on the parameters and demand and supply series for a further 1,000 iterations, before recording any answers. The next 10,000 iterations are recorded. The correlograms die out very quickly. The parameter a₁ is positively correlated with σ₁, and negatively correlated with φ and a₂. An interesting feature is the small inefficiency factor for φ. The inefficiency factors of less than 10 for all the parameters, suggest that these models can be estimated reasonably precisely with only about 1,000 iterations of the scan sampler.

Sampling behaviour of Bayesian estimators Now we repeat the experiment 500 times to analyse the sampling behaviour of the parameter estimates. We use the same data as was used in the previous subsection on Laroque and Salanie’s procedure. Hence the only difference in the estimates is due to the use of different procedures and the fact that both are simulation based estimators.

We iterate the sampler on the demand and supply series for 100 iterations, then on the parameters and demand and supply series for a further 50 iterations, before recording any answers. The next 1,000 iterations are recorded. The results of the experiment are presented in Table 8 and Figure 7. The histograms of the estimates are quite symmetric. The sampler yields biased estimates. Biases are rather small for such a small sample size. Results are exactly
comparable with the earlier Table 6 reported for Laroque and Salanie’s estimator. The Bayesian estimator seems to be about 2 or 3 times as efficient. Further, the Bayesian estimator was computed without convergence problems.

5 CONCLUSION

In this paper we have developed methods to perform likelihood inference for some Gaussian limited dependent processes. We have designed quite efficient MCMC methods which deliver simulations from the distribution of the latent data given the observed data and a fixed parameter value. The basic approach has been to simulate from $s_t|s_{t-1}, y; \theta$, that is, to sample a single $s_t$ conditional on the most recent updated values of all the other latent points, the observations and some parameter estimates, repeating this operation backwards. The problem can then be reduced to one of simply computing the Gaussian distribution of $s_t$ given all the other latent points, and then sampling from the constrained space induced by knowing $y_t$.

The state space framework enables either Bayesian inference or classical inference through a simulated score method (simulated EM algorithm) when the simulations are continuous functions.
Table 7: Summaries of Figure 6. MCse denotes the Monte Carlo standard error of the simulation estimator of mean of the posterior density. Throughout these standard errors are computed using 500 lags and 10,000 iterations. Numbers in italics are correlations rather than covariances.

<table>
<thead>
<tr>
<th></th>
<th>Truth</th>
<th>Mean</th>
<th>MCse</th>
<th>Inefficiency</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a_1</td>
<td>y$</td>
<td>1.0</td>
<td>1.051</td>
<td>.00208</td>
</tr>
<tr>
<td>$\sigma_1</td>
<td>y$</td>
<td>1.0</td>
<td>1.009</td>
<td>.00342</td>
</tr>
<tr>
<td>$\phi_1</td>
<td>y$</td>
<td>.5</td>
<td>.4708</td>
<td>.000596</td>
</tr>
<tr>
<td>$a_2</td>
<td>y$</td>
<td>1.0</td>
<td>1.050</td>
<td>.00109</td>
</tr>
<tr>
<td>$\sigma_2</td>
<td>y$</td>
<td>1.0</td>
<td>.8808</td>
<td>.00306</td>
</tr>
</tbody>
</table>

Covariance and Correlation

|   | $a_1|y$ | .00649 | .171  | -.398 | -.220  | .0188 |
|---|-------|--------|-------|-------|--------|-------|
| $\sigma_1|y$ | .00203 | .0217  | .0573 | -.0742| -.0628 |
| $\phi_1|y$ | -.00115| .000302| .00128| -.0735| -.0316 |
| $a_2|y$ | -.000762| -.000471| -.000113| .00186| .0339 |
| $\sigma_2|y$ | .000222| -.00136| -.000166| .000214| .0215 |

Table 8: Summaries of Figure 7. Bayesian posterior mean estimator using 1,000 iterations. Throughout we use $n = 50$ and perform 500 replications. Results correspond exactly to the Monte Carlo design for the simulation reported in Figure 5 for the Laroque and Salanie’s estimator. Figures in brackets are the estimated standard errors of the method, computed using the replications.

<table>
<thead>
<tr>
<th></th>
<th>$a_1$</th>
<th>$\sigma_1$</th>
<th>$\phi$</th>
<th>$a_2$</th>
<th>$\sigma_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.9833</td>
<td>1.027</td>
<td>0.5139</td>
<td>1.014</td>
<td>1.054</td>
</tr>
<tr>
<td></td>
<td>(.131)</td>
<td>(.132)</td>
<td>(.048)</td>
<td>(.074)</td>
<td>(.161)</td>
</tr>
</tbody>
</table>

TRUTH 1.0 1.0 0.5 1.0 1.0

of the model parameters. Results of some Monte Carlo experiments have been reported.

The approach we have advocated can be generalised in a number of directions. Firstly, this type of method can be used within the context of long panels, where the time series dimension is computationally important. Second, some forms of non-Gaussian dynamics can be introduced without disrupting the structure of the models we have discussed here. In particular the conditional Gaussian or partially non-Gaussian time series models of Carter and Kohn (1994) and Shephard (1994) can be used. This allows, for example, for time series dynamics which experience outliers or breaks to be modelled. Further, stochastic volatility is easily accommodated in this framework.
Figure 7: Histogram of Bayesian estimator using 1,000 iterations. Throughout we use \( n = 50 \) and perform 500 replications. True parameter values are \( a_1 = 1, a_2 = 1, \sigma_1 = 1, \sigma_2 = 1 \) and \( \phi = 0.5 \).

6 COMPUTATIONAL APPENDIX

6.1 The model

This section details the algorithms given in this paper for general Gaussian state space form for the time series \( s_t \) given in (1). Typically \( c_t, Z_t, G_t, d_t, T_t \) and \( H_t \) will be assumed to be fixed and indexed by a small dimensional parameter \( \theta \), while we will write the signals \( c_t + Z_t \alpha_t \) as \( \mu_t \). For simplicity, we set \( \sigma^2 = 1 \).

6.2 Kalman filter

The Kalman filter (see, for example, de Jong (1989)) has the following form:

1. Initialise \( t = 0, a_{1|0} = 0, \) and \( P_{1|0} = H_0H'_0 \)

2. Compute

\[
\begin{align*}
    v_t &= s_t - c_t - Z_t a_{t|t-1}, & F_t &= Z_t P_{t|t-1} Z'_t + G_t G'_t, \\
    K_t &= \left( T_t P_{t|t-1} Z'_t + H_t G'_t \right) F_t^{-1}, & L_t &= T_t - K_t Z_t, \\
    a_{t+1|t} &= d_t + T_t a_{t|t-1} + K_t v_t, & P_{t+1|t} &= T_t P_{t|t-1} T'_t - H_t G'_t K'_t + H_t H'_t.
\end{align*}
\]

3. Write \( t = t + 1 \). Repeat from 2 if \( t \leq n \).
Here \( K_t \) is called the Kalman gain, while \( v_t \) and \( F_t \) are the one-step ahead prediction error (or innovation) and its mean square error, respectively.

The KF outputs allows the computation of the log-likelihood function via the prediction decomposition, for, ignoring constants

\[
\log f(s_1, \ldots, s_n; \theta) = \sum_{t=1}^{n} \log f(s_t|s_1, \ldots, s_{t-1}; \theta) = -\frac{1}{2} \sum_{t=1}^{n} \log |F_t| - \frac{1}{2} \sum_{t=1}^{n} v_t'F_t^{-1}v_t. \tag{12}
\]

### 6.3 Simulation state smoother

The simulation state smoother draws from the state smoothing distribution \( \alpha|s; \theta \).

Set \( R_t \) to equal to the non-zero rows of the \( H_t \) matrix. An example of this is an AR(2) with measurement error. Using an obvious notation:

\[
z_t = \begin{pmatrix} 1 & 0 \end{pmatrix}, \quad G_t = \begin{pmatrix} \sigma_x & 0 \end{pmatrix}, \quad T_t = \begin{pmatrix} \phi_1 & 1 \\ \phi_2 & 0 \end{pmatrix}, \quad H_t = \begin{pmatrix} 0 & \sigma_y \\ 0 & 0 \end{pmatrix}, \quad R_t = \begin{pmatrix} 0 & \sigma_y \end{pmatrix}.
\]

The simulation state smoother (due to de Jong and Shephard (1995)) has the following form:

1. Requires that \( v_t, F_t \) and \( K_t \) be stored from the KF run on \( s_1, \ldots, s_n \).
2. Set \( t = n, r_n = 0 \) and \( N_n = 0 \).
3. Compute with \( L_t = T_t - K_tZ_t \)

\[
C_t = R_t R_t' (I - N_t) R_t R_t', \quad \kappa_t \sim N(0, C_t),
\]

\[
r_{t-1} = Z_t'F_t^{-1}v_t + L_t' r_t - V_t'C_t^{-1}\kappa_t, \quad N_{t-1} = Z_t'F_t^{-1}Z_t + L_t'N_tL_t + V_t'C_t^{-1}V_t,
\]

where \( V_t = R_t R_t'N_t L_t \).

4. Record \( \eta_t = R_t R_t' r_t + \kappa_t \). Repeat for \( t = n, \ldots, 1 \).

The end condition is calculated by \( C_0 = P_{1|0} - P_{1|0} N_0 P_{1|0}, \quad \kappa_0 \sim N(0, C_0) \), yielding \( \eta_0 = P_{1|0} r_0 + \kappa_0 \). The resulting \( \eta_t \) corresponds to a draw from \( H_t u_t|s; \theta \).

Once the disturbances of the states are drawn it is possible to reconstruct the state via the running of the forward recursion starting with \( a_{0|n} = 0 \),

\[
a_{t+1|n} = d_t + T_t a_{t|n} + \eta_t, \quad t = 0, \ldots, n - 1.
\]

### 6.4 Simulation signal smoother

The simulation signal smoother (due to de Jong and Shephard (1995)) draws from \( \mu|s; \theta \).

Setting \( r_n = 0 \) and \( N_n = 0 \), for \( t = n, \ldots, 1 \), and writing \( D_t = F_t^{-1} + K_t' N_t K_t \), \( n_t = F_t^{-1} v_t - K_t' r_t \),

\[
C_t = \Sigma_t - \Sigma_t D_t \Sigma_t, \quad \kappa_t \sim N(0, C_t),
\]

\[
r_{t-1} = Z_t'F_t^{-1}v_t + L_t' r_t - V_t' C_t^{-1} \kappa_t, \quad N_{t-1} = Z_t'F_t^{-1}Z_t + L_t'N_tL_t + V_t'C_t^{-1}V_t. \tag{14}
\]
where \( V_t = \sum_t (D_t Z_t - K'_t N_t T_t) \) and we store \( \sum_t n_t + \kappa_t \). Then \( s_t - \sum_t n_t - \kappa_t \) is a draw from the signal \( \mu_t|s_t; \theta \).
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